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Vorwort

I. Hintergrund
Die Beiträge dieses Sammelbandes sind aus der prakti-
schen Auseinandersetzung mit künstlicher Intelligenz in
derKommunalverwaltunghervorgegangen. Sie entstanden
in einer Phase, in der sich generative KI – insbesondere
große Sprachmodelle – von einem experimentellen Trend
zu einem konkret einsetzbaren Werkzeug für Verwaltun-
gen entwickelte. Im Zuge dieser Entwicklung wurde deut-
lich, dass in derPraxis Unsicherheiten imHinblick auf tech-
nische Umsetzungsoptionen, IT-Sicherheit, rechtliche Rah-
menbedingungen und die organisatorische Integration
bestehen. Der Sammelband versteht sich als praxisnaher
Beitrag zur Diskussion über den Einsatz von KI in Kommu-
nen und zur Unterstützung von Verwaltungen, die eigene
Erfahrungen mit KI sammeln oder bestehende Projekte
weiterentwickelnmöchten.

Bevor ich auf die eigentlichen Inhalte des Sammelban-
des eingehe, möchte ich kurz auf meine eigenen Erfahrun-
genmit der Erprobung und Nutzung von künstlicher Intel-
ligenz in einer Kommunalverwaltung eingehen. Unsere Er-
fahrungen in Braunschweig spiegeln meiner Ansicht nach
einen allgemeinen Trend wider, den ich in vielen Verwal-
tungen nicht nur auf der kommunalen Ebene beobachte.
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Künstliche Intelligenz, insbesondere generative KI und
große Sprachmodelle wie ChatGPT, Google Gemini und
Grok, finden immer stärkerEinzug indenAlltag vielerMen-
schen. Mit zunehmender Gewöhnung an die Technologie,
beispielsweise als Chat-Assistenten, steigt die Erwartung
an Arbeitgeber – auch in der öffentlichen Verwaltung – KI-
Systeme für dienstliche Zwecke zur Verfügung zu stellen.
Verwaltungen stehenvorderHerausforderung, dassMitar-
beiterinnen und Mitarbeiter auf öffentlich im Internet ver-
fügbare KI-Systeme zurückgreifen könnten, wenn sie kei-
nendezidierten Zugang zu dienstlichenKI-Systemen durch
denArbeitgeber erhalten.

Für Verwaltungen ist es aber alles andere als einfach,
sichere, skalierbare und robuste KI-Systeme bereitzustel-
len, insbesondere angesichts häufig limitierter finanzieller
und personeller Ressourcen und einer zunehmenden Auf-
gabendichte, die nicht auf Digitalisierungsthemen be-
schränkt bleibt. Die Herausforderungen wurzeln im We-
sentlichen in zwei Aspekten: Erstens ist es relativ einfach,
KI-Anwendungen im Rahmen eines begrenzten Testbe-
triebs zuerproben.MöchtemandieAnwendungenaberauf
großeBereiche derBehörde oder gar alleMitarbeiterinnen
undMitarbeiter ausweiten, stellt sich eine Reihe an rechtli-
chen, technischen, organisatorischen, personellen und fi-
nanziellenFragen,die zuklärensind. Zweitensgeht esbeim
Einsatz von KI nicht nur um intern genutzte Chatbots. Viel-
mehr zeichnet sich eine Entwicklung ab, bei der nicht nur
immerneueKI-AnwendungenaufdenMarktkommen, son-
dernKI auchzunehmend inbestehendeFachanwendungen
integriertwird.
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Persönlichhalte iches fürdiebesteStrategie,umdiesen
Spannungsfeldern zu begegnen, an denBedarfenundMög-
lichkeitender jeweiligenKommune ausgerichtete Pilotpro-
jekte durchzuführen und dadurch eigene Erfahrungen mit
der Implementierung von KI zu sammeln, die sowohl für
eine Ausweitung des KI-Einsatzes als auch für die Entwick-
lung einer entsprechenden Governance von Bedeutung
sind.
II. AusderPraxis
InBraunschweighabenwirerstmals imNovember2023ei-
nenGPT-basiertenChatbot fürMitarbeiterinnenundMitar-
beiter der Verwaltung in Betrieb genommen. Was als Pilo-
tierung begann, entwickelte sichmit der Zeit zu einempra-
xisrelevanten Instrument: Heute nutzen rund 150
Kolleginnen und Kollegen mehrere unterschiedlich konfi-
gurierte KI-Assistenten für verschiedene Aufgabenstellun-
gen. Der Erfolg des Erprobungsbetriebs zeigt sich nicht nur
in der kontinuierlich steigenden Nachfrage nach Chatbots
für den dienstlichen Gebrauch, sondern auch im positiven
Feedback aus den Fachbereichen über alle Hierarchieebe-
nenhinweg.

Ein wesentlicher Ausgangspunkt unseres Vorgehens
war die Entscheidung, auf bestehende vertragliche und
technische Rahmenbedingungen zurückzugreifen. Als
Microsoft-GroßkundestandunsmitAzureOpenAIdieMög-
lichkeit offen,moderne Sprachmodelle in einer kontrollier-
ten Umgebung zu testen, ohne zusätzliche Lizenzen erwer-
ben zumüssen. DieseEntscheidungwarnicht nur auswirt-
schaftlichen Gründen relevant, sondern auch aus
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strategischer Sicht: Sie erlaubte es, die Erprobung von KI
von der Nutzung anderer Cloud-Produkte zu trennen und
damitdiedatenschutzrechtlicheAusgangslage erheblich zu
vereinfachen.

Im Mittelpunkt der Erprobung standen von Beginn an
konkrete Anwendungsfälle. Neben einem allgemeinen In-
formations-Chatbot, der auf präzise und möglichst halluzi-
nationsarme Antworten ausgelegt ist, sowie einer kreativ
konfigurierten Variante, entstand mit dem sogenannten
Ratsinfo-Chatbot ein anschauliches Beispiel für die Anbin-
dung vonDatenankommunaleKI-Systeme.Durchdie Indi-
zierung öffentlich zugänglicher Ratsprotokolle und Vorla-
gen mittels Retrieval Augmented Generation (RAG) wurde
es möglich, politische Vorgänge dialogbasiert zu recher-
chieren, anstatt Inhalte über Stichwörter suchen zu müs-
sen. Damit zeigte sich sehr früh, dass KI nicht nur Effizienz-
gewinne verspricht, sondern auch neue Formen des Zu-
gangs zu Informationen eröffnet.

Parallel rückten Aspekte der Datensicherheit und des
Datenschutzes in den Fokus. Für uns war von Anfang an
klar, dass eine KI-Erprobung in der Verwaltung nur unter
klar definierten Bedingungen erfolgen kann. Dazu gehörte
insbesondere, dass sämtliche genutzten Dienste aus-
schließlich innerhalb unseres eigenen Mandanten betrie-
benwerden,wir den Serverstandort selbst bestimmenund
weder Eingaben noch Ausgaben der Chatbots für Trai-
ningszwecke oder durch Dritte genutztwerden dürfen. Die
Zustandslosigkeit der Modelle, der Verzicht auf das Spei-
chern von Dialogen sowie die ausschließliche Nutzung öf-
fentlich verfügbarer Dokumente für RAG-Anwendungen
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waren zentrale Bausteine, umUnsicherheiten frühzeitig zu
adressieren. Viele der Herausforderungen, die im Zusam-
menhangmitderNutzungvonCloud-Diensten inBehörden
häufig diskutiert werden, konnten so bereits im Vorfeld
entschärft werden.

Ebensowichtigwiedie technischeAbsicherungwardie
organisatorische Einbettung des Erprobungsbetriebs. Jede
Nutzerin und jeder Nutzer der KI-Assistentenwird bei uns
über ein strukturiertes Onboarding eingebunden, das so-
wohl eine Nutzungsvereinbarung als auch eine Einwei-
sungsschulung umfasst. Dabei geht es nicht nur um die
Funktionsweise der eingesetzten Werkzeuge, sondern
auch um grundlegende KI-Kompetenzen, um Fragen der
Verantwortung und um ein realistisches Verständnis der
Leistungsfähigkeit undGrenzen von Sprachmodellen. Es ist
uns ein zentrales Anliegen, deutlich zu machen, dass KI
menschlicheArbeitnicht ersetzt, sondernunterstützt –und
dass die Verantwortung für Entscheidungen bei den Nut-
zern verbleibt.

Unsere bisherigen Erfahrungen zeigen, dass der Ein-
stieg in KI-Anwendungen nicht zwangsläufig mit hohem
technischem oder finanziellem Aufwand verbunden sein
muss. DerBetriebunsererChatbots verursacht – gemessen
an der tatsächlichen Nutzung – vergleichsweise geringe
Kosten, die deutlich unter denen vielermarktüblicher Soft-
ware-as-a-Service-Lösungen liegen. Hinzu kommt, dass die
Konfiguration und Weiterentwicklung der Anwendungen
weitgehend ohne Programmierkenntnisse möglich ist.
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Diese niedrigen Einstiegshürden haben sich als entschei-
dender Faktor erwiesen, umAkzeptanz zu schaffen und ex-
perimentelles Lernen zu ermöglichen.

Im Hinblick auf die Akzeptanz der KI-Erprobung war
ein wichtiger Baustein die systematische Evaluation der
Nutzung der KI-Assistenten im Verwaltungsalltag. Bereits
vierMonatenachdemStart derBereitstellungder internen
Chatbots haben wir erstmals erhoben, wie die Werkzeuge
genutztwerdenundwelchewahrgenommenenMehrwerte
sie entfalten. Angesichts der wachsenden Zahl an Anwen-
derinnenundAnwendernwurde dieseBefragung imFrüh-
jahr2025wiederholt.GrundlagebildeteeineanonymeUm-
frageunterdenzudiesemZeitpunkt rund150aktivnutzen-
den Kolleginnen und Kollegen, von denen sich etwa die
Hälfte an derBefragung beteiligte.

Auch wenn die Ergebnisse aufgrund der selbstselek-
tivenStichprobenicht repräsentativ sind (dieTeilnahmean
der Umfrage war optional), liefern sie wertvolle Einblicke
in Nutzungsmuster, Effekte und Herausforderungen. Die
Rückmeldungen zeigen etwa, dass KI-gestützte Chatbots
bereits nach vergleichsweise kurzer Zeit fest im Arbeitsall-
tag verankert sind. EinGroßteil derBefragten nutzt die An-
wendungen regelmäßig, häufig mehrmals pro Woche, teil-
weise sogar täglich. ImVordergrundstehendabeivorallem
textbezogene Tätigkeiten: die Überarbeitung und Zusam-
menfassungvonTexten,allgemeineRecherchen,dieVorbe-
reitung von E-Mails und anderen Formen der schriftlichen
Kommunikation sowie die Beantwortung fachlicher Fra-
gen. Deutlich seltener wird die KI zur direkten Unterstüt-
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zung bei der Sachbearbeitung oder bei Entscheidungspro-
zessen eingesetzt – ein Befund, der darauf hindeutet, dass
dieNutzungderzeit vor allem invorbereitendenundunter-
stützendenTätigkeiten verortetwird.

Hervorzuheben ist,dassdiegroßeMehrheitderBefrag-
tenangibt, sichdurchdieKI-Assistentenbei ihrerArbeitun-
terstützt zu fühlen. Knapp die Hälfte berichtet zudem von
einer gesteigerten Produktivität, einzelne sogar von einer
deutlich spürbaren Entlastung. Auch wenn viele Nutzerin-
nen und Nutzer die Qualität ihrer Arbeit als unverändert
einschätzen, meldet etwa ein Drittel auch qualitative Ver-
besserungen zurück. In den Freitextantworten wurde dies
insbesonderemit einerpräziserenund sprachlich besseren
Ausgestaltung vonTexten sowiemit Zeitgewinnenbei kon-
zeptionellen Arbeiten begründet.

Zugleich machen die Ergebnisse deutlich, dass die Ein-
führung von KI kein Selbstläufer ist. Zwar bewerten die
meistenBefragtendenEinstieg indieNutzungderChatbots
als einfach oder sehr einfach, dennoch zeigen sich typische
Hürden imArbeitsalltag.Mehrfachwurdedaraufhingewie-
sen, dass es im laufenden Geschäft schwierig sei, neue Ar-
beitsweisen zu etablieren und die KI konsequent in beste-
hende Routinen zu integrieren. Hinzu kommen Unsicher-
heiten bei der Formulierung geeigneter Prompts,
insbesondere bei komplexeren Aufgabenstellungen. Diese
Rückmeldungen unterstreichen, dass der bloße Zugang zu
KI-Werkzeugen nicht ausreicht, sondern durch kontinuier-
liche Qualifizierung, Erfahrungsaustausch und praktische
Anleitung flankiertwerdenmuss.



XII

Aufschlussreich sind auch die klar benannten Grenzen
der KI-Nutzung. Viele Beschäftigte greifen bewusst nicht
auf die Chatbots zurück, wenn es um rechtliche Prüfungen,
sensibleoderpersönlicheKommunikation, strategischeBe-
wertungenoderAufgabengeht,diestarkkontext- oderper-
sonenabhängig sind. Diese Differenzierung zeigt, dass die
Nutzerinnen und Nutzer die Fähigkeiten und Limitationen
der Systeme realistisch einschätzen. Gleichzeitig wird in
den Rückmeldungen deutlich, dass technische Beschrän-
kungen–etwadiederzeitnocheingeschränkteMöglichkeit,
eigene Dokumente in einzelnen Chats zu verarbeiten – den
potenziellenNutzender Anwendungen begrenzt.

Besonders aussagekräftig ist schließlich die Einschät-
zung zurBedeutungderKI fürdenArbeitsalltag:Ein erheb-
licher Teil der Befragten gab an, dass sich ein Wegfall der
Chatbots spürbar negativ auf die eigene Arbeit auswirken
würde. In den Begründungen wird immer wieder auf Zeit-
ersparnisse, effizientere Textarbeit und die Möglichkeit
verwiesen, sichstärkerauf inhaltlichanspruchsvolleAufga-
ben zu konzentrieren. Damit deutet sich an, dass KI-
gestützteAssistenzsystemedort,wosieregelmäßiggenutzt
werden, bereits nach relativ kurzer Zeit als selbstverständ-
licherBestandteil derArbeitsorganisationwahrgenommen
werden.

InsgesamtbestätigendieUmfrageergebnisse,dassKI in
der kommunalen Verwaltung reale Mehrwerte entfalten
kann–vorausgesetzt, ihreEinführungwird alsProzess ver-
standen. Die Erfahrungen zeigen, dass Akzeptanz, Kompe-
tenzaufbau und technische Weiterentwicklung eng mitei-
nander verknüpft sind.
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Vor dem Hintergrund stellen meine Erfahrungen aus
der KI-Erprobung in der Stadt Braunschweig eine Basis-
größe für die hier gesammelten Beiträge dar. Hinzu kom-
men Impulse aus interkommunalen Netzwerken und fach-
lichen Austauschen sowie Rückmeldungen aus Seminaren
zum Einsatz von KI in Kommunen, in denen sich sehr kon-
kretzeigt,welcheFragen,ErwartungenundUnsicherheiten
in Kommunen bestehen. Ergänzt werden diese praxisna-
hen Perspektiven durch meine allgemeinen Beobachtun-
gen und Einordnungen, die sichmit grundlegenden techni-
schen, rechtlichen und organisatorischen Fragen der KI-
Nutzung inVerwaltungenbefassen.MeineHoffnung ist,mit
dieser Verbindung von konkreter Praxis und allgemeiner
Analyse einen vielschichtigen Blick auf den aktuellen Stand
und die Entwicklungsperspektiven kommunaler KI-
Nutzung geben zu können.
III. AufbaudesBandes
Der Sammelband gliedert sich in drei Abschnitte, die drei
zwischen 2023 und 2025 erschienenen Beiträgen entspre-
chen. Der erste Abschnitt widmet sich exemplarischen Ein-
satzmöglichkeiten großer Sprachmodelle in der öffentli-
chenVerwaltung. ImMittelpunktstehtdabeieineÜbersicht
vonKI-Anwendungen,diebereitsheute inKommunenoder
Landesverwaltungen produktiv oder im Erprobungsbe-
trieb genutzt werden. Der Beitrag macht deutlich, dass die
technische Umsetzung sehr unterschiedlich ausfallen kann
– von standardisierten Software-Diensten bis hin zu indivi-
duell entwickelten IT-Architekturen – und dass es keinen



XIV

universellenLösungsansatzgibt.VielmehrwirdVerwaltun-
gen empfohlen, eigene Erfahrungen zu sammeln und KI
schrittweise in ihre digitalen Strategien zu integrieren.

Der zweite Abschnitt nimmt diese Perspektive auf und
erweitert sie um systematische Überlegungen zu techni-
schen Umsetzungsoptionen sowie rechtlichen und organi-
satorischenAnforderungen. In demBeitragwerden techni-
sche Bereitstellungsmodelle gegenübergestellt und hin-
sichtlich ihrer Vor- und Nachteile bewertet. Einen
besonderen Stellenwert nehmen rechtliche Fragestellun-
genein–vonderEinordnunggenerativerKI imKontextder
EU KI-Verordnung über datenschutzrechtliche Anforde-
rungen bis hin zu Mitbestimmungsrechten der Personal-
vertretungen.ErgänzendwerdenAspekteder IT-Sicherheit
sowiemögliche Inhalte internerRegelungenbehandelt.Der
Beitrag zielt darauf ab, Kommunen einenWeg aus demEr-
probungsbetrieb von KI in Richtung einer übergeordneten
KI-Governance aufzuzeigen.

Der dritte Abschnitt richtet den Blick auf ein Anwen-
dungsfeld, das über textbasierte Assistenzsysteme hinaus-
geht: die KI-gestützte Analyse kommunaler Daten. Anhand
desGPTDataAnalyzerswirduntersucht,wieöffentlichver-
fügbare Daten – darunter Geodaten und strukturierte Ta-
bellendaten – dialogbasiert ausgewertet werden können.
Der Beitrag zeigt, dass große Sprachmodelle nicht nur bei
der Generierung und Verarbeitung von Texten Mehrwerte
bieten, sondernauchals interaktiveAnalysewerkzeugeein-
gesetzt werden können. Besonders deutlich wird dabei die
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Möglichkeit, komplexe Auswertungen in natürlicher Spra-
chedurchzuführen,wodurchsichEinstiegshürdenreduzie-
ren undAnalyseprozesse beschleunigen lassen.

In ihrer Gesamtheit zeichnen die Beiträge ein differen-
ziertes Bild vomaktuellen Stand und den Perspektiven des
KI-Einsatzes in der öffentlichen Verwaltung. Sie machen
deutlich, dass künstliche Intelligenz ein Werkzeug ist, des-
sen Nutzen sich im konkreten Anwendungskontext der je-
weiligen Verwaltung entscheidet. Ziel des Buches ist es da-
hernicht, abschließendeAntwortenzugeben, sonderneine
Orientierung zu bieten, Erfahrungen zu bündeln und den
fachlichen Austausch zu fördern. Es richtet sich an Prakti-
kerinnen und Praktiker ebenso wie an Entscheidungsträ-
ger, IT-Verantwortliche und alle, die sich mit der Frage be-
schäftigen,wieKIverantwortungsvollundgewinnbringend
in der kommunalen Verwaltung eingesetztwerden kann.

Abschließend enthält der Band eine zusammenfas-
sende Checkliste für kommunale KI-Projekte. Sie verfolgt
das Ziel, Kommunen eine kompakte Orientierung für die
PlanungvonKI-Projektenzubieten.DieCheckliste versteht
sich dabei nicht als starres oder vollständiges Prüfschema,
sondernalsunterstützendesArbeitsinstrument,das jenach
Ausgangslage und Zielsetzung individuell angewendet und
priorisiert werden kann. Um die vertiefende Auseinander-
setzungmiteinzelnenAspektenzuerleichtern, verweistdie
Checkliste jeweils auf die entsprechenden Stellen im Buch,
an denen die Themen ausführlich erläutert und eingeord-
netwerden.

Ergänzend zu den Beiträgen habe ich dem Band einen
Anhang beigefügt, der ausgewählte Auszüge ausderEU-KI-
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Verordnung sowie einschlägige Erwägungsgründe zusam-
menführt. Dabei ging es mir nicht darum, die Verordnung
vollständigabzubilden.Vielmehrhabe ichversucht,diejeni-
genRegelungen herauszugreifen, die aus heutiger Sicht für
Kommunalverwaltungen beim Einsatz von KI besonders
relevant sein könnten. Die Auswahl soll in erster Linie der
Orientierung dienen und den Zugang zu den rechtlichen
Anforderungen erleichtern. Sie ersetztweder eine vertiefte
juristischePrüfungnochdieeigenständigeLektürederVer-
ordnung.

Für Rückmeldungen zu den Inhalten des Bandes, aber
auch für einen Austausch von Erfahrungen und Ansichten
zum Einsatz von KI in Kommunalverwaltungen, stehe ich
jederzeit gerne zur Verfügung.

Dr. Neven Josipovic
Braunschweig, Januar 2026
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